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ABSTRACT

Many websites use tags as a mechanism for improving item
metadata through collective user effort. Users of tagging
systems often apply far more tags to an item than a system
can display. These tags can range in quality from tags that
capture a key facet of an item, to those that are subjective,
irrelevant, or misleading. In this paper we explore tag selec-
tion algorithms that choose the tags that sites display. Based
on 225,000 ratings and survey responses, we conduct offline
analyses of 21 tag selection algorithms. We select the three
best performing algorithms from our offline analysis, and de-
ploy them live on the MovieLens website to 5,695 users for
three months. Based on our results, we offer tagging system
designers advice about tag selection algorithms.
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INTRODUCTION

Tags empower users to adapt the information space of their
communities. Since tags can be created by any user, the
number of tag contributions in a community scales with its
size. Moreover, a system’s vocabulary of tags evolves organ-
ically to reflect information concepts that taggers find most
important. These advantages may not be without costs.
Tagging systems may lack the quality control of expert-
maintained content, and they may contribute to users’ over-
all information overload. For example, Amazon.com’® users
have applied 705 distinct tags to the book “Liberal Fascism:
The Secret History of the American Left” by Jonah Goldberg
ranging from conservative to editor promised cake.

Since Amazon’s screen space is limited, they only select
twelve tags to display from among the 705 distinct tags .
The twelve tags Amazon selects not only influence users’
impressions of the book, they also influence users’ percep-
tion of a community’s tagging norms. This self-reinforcing
cycle may explain why the most applied tags for “Liberal

"http://www.amazon.com
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Faciscm” differ substantially between Amazon.com and the
personal library cataloging site LibraryThing?. On Amazon
the three most popular tags for the book are editorial tags
that support liberal viewpoints: wingnut welfare (applied
by 378 users), I can has job mom (285), and editor promised
cake (229). On LibraryThing the top three top tags are pol-
itics (27), history (18), and fascism (9)3. After seeing these
subjective tags, Amazon users may be more inclined to tag
subjectively themselves. Since users generally prefer factual
tags to subjective tags, over time this self-reinforcing cycle
may worsen Amazon’s tags and improve LibraryThing’s tags
[19].

Many tagging sites, including Amazon, Delicious*, and Li-
braryThing use a simple method to order an item’s tags:
select the tags applied to the item most frequently. This
intuitive method, which we call num-item-apps, is based on
the assumption that the number of people who have added a
tag to an item is a good estimate for how much other people
will like to see that tag in the future. We call the method a
tagging system uses to select and order the tags it displays
its tag selection algorithm.

Despite the popularity of num-item-apps, other tag selec-
tion algorithms may also be effective. For example, if people
search for high-value tags more often than low-value ones,
systems that take into account the number of searches for
a tag may improve upon num-item-apps. Moreover, num-
item-apps does not apply to all domains. While a tag is
a particular word or phrase, we define a tag application as
an association between a tag and an item. Sites such as
Amazon, Delicious, and LibraryThing that support individ-
ual tag applications enable users to add their own copy of a
tag to an item. On the other hand, sites such as Flickr and
YouTube that support shared tag applications prevent users
from re-adding a tag that was already applied to an item
by somebody else. Since each tag is applied to an item only
once, a site that supports shared tag applications cannot use
num-item-apps.

The design of tag selection algorithms is important for two
reasons. First, tagging systems can often only display a
small fraction of all the tags applied by users due to lim-
ited screen space. Users who are shown good tags are likely
to be better informed and more satisfied. For example, De-
licious users have applied over 1,000 distinct tags describ-
ing Amazon.com. Should Amazon be shopping, myfav, or
GRDE226. Second tag selection algorithms can promote
community norms. In the case of Goldberg’s book, Amazon’s
tag selection algorithm featured and therefore promoted sub-
jective tags. Although Amazon’s example encourages poor
tagging behavior, system designers should see this as an op-
portunity. Carefully engineered tag selection algorithms can
create and promote positive community norms.

2http://www.librarything.com
3as of July 20th, 2008
“http:/del.icio.us



In this paper we explore novel tag selection algorithms for
displaying high-value tags and hiding low-value tags. The
same tag may have different value for different users. For
example, my netflic queue may be high-value to the user
who applied the tag (it helps them organize their movies),
but low-value for everybody else. We define a tag as high-
value for a particular user and item if the user wants to see
the tag alongside the item.

We structure our exploration of tag selection algorithms around

four research questions:

RQ1: Which metrics should researchers use when
evaluating tag selection algorithms? We begin our
analyses by conducting an offline evaluation of tag selec-
tion algorithms based on a user survey about tag value. In
these analyses, we simulate the behavior of tag selection al-
gorithms for the survey responses. We distill the results from
each algorithm to a single score using a metric. We explore
several metrics to develop a tool for analytically comparing
the effectiveness of different tag selection algorithms.

RQ2: How well do tag selection algorithms based on
implicit user behavior perform? Ideally, tag selection
algorithms would draw on natural behavior already present
in tagging communities such as tag application, tag brows-
ing, and tag searching. We explore the effectiveness of tag
selection algorithms drawing on these implict signals of tag
value.

RQ3: How well do tag selection algorithms based
on explicit behavior perform? Many community main-
tained sites such as YouTube® and Digg® enable users to
moderate contributions through explicit ratings. Inspired
by these sites, we evaluate explicit moderation of tags using
thumbs up and down ratings. Although these algorithms
require more user effort than implicit algorithms, they may
lead to improvements in tag selection algorithms that justify
the extra user effort. We examine whether explicit ratings-
based moderation mechanisms improve tag selection algo-
rithms.

RQ4: How does the performance of each class of tag
selection algorithms change as tag density increases?
We evaluate our research questions using the MovieLens
movie recommendation website. On a weekly basis, about
1,200 users visit MovieLens and create about 400 new tag
applications. MovieLens users generate far less tagging ac-
tivity than a site such as Delicious, where users generate 400
tag applications in a matter of minutes 7 Implicit tag selec-
tion algorithms may perform better on sites with higher tag
density due to their reliance on user tagging activity. We
explore the relationship between the performance of tag se-
lection algorithms and the tag density of a site.

Finally, we deploy the best offline performer from each class
of tag selection algorithm live on MovieLens. We evaluate
users’ reactions to each tag selection algorithm to see if the
offline results reflect actual user preference in the live system.

Our work builds on our early tagging research exploring how
and why tagging vocabularies evolve [20]. We also extend
our more recent work on interface mechanisms for eliciting

htttp://www.youtube.com

Shtttp://www.digg.com

"Based on a recent examination of timestamps in Delicious’s
tag stream.

88

feedback about tags, and intuitive implicit and explicit sig-
nals of tag quality [19] in four key ways:

1. We explore novel metrics for offline analyses of tag selec-
tion algorithms.

2. We evaluate 17 implicit and explicit signals of tag value,
including 10 novel signals.

3. We evaluate tag selection algorithms that use machine
learning techniques to combine multiple signals of tag
value.

4. We deploy the top performing tag selection algorithms

from our offline analyses in a user-study.

RELATED WORK

Although public bookmarking systems such as Fab [3], Knowl-
edge Pump [11], and Pharos [5] have been available since the
1990’s, Millen et al. point to tagging as a key reason cur-
rent social bookmarking systems have enjoyed greater suc-
cess [18]. Our work furthers early studies of tagging com-
munities by analyzing the value of tags created in an online
community.

In early academic research on tagging communities, Mac-
Gregor and McCullogh [16] explore the relative merits of
controlled versus evolved vocabularies, arguing that evolved
ontologies engage users but lack the precision of their con-
trolled counterparts. Golder and Huberman indicate that
the proportions of tags applied to a given item in Delicious
appear to stabilize over time, and suggest that community
members may be influenced by what they see [12]. Cat-
tuto furthers their work by presenting a generative model
for users’ tagging that predicts the rate at which both par-
ticular users and entire communities re-use tags [7]. Ames et
al. study users’ motivations for tagging, and find that users
tag for both organizational and social purposes [1]. In ear-
lier work, we show that the tags a user sees influence the tags
they create themselves [20]. We also classify tags as generally
factual, subjective, or personal (intended for the tag creator
themselves), and find that users generally prefer factual tags
over subjective tags and strongly dislike personal tags. Our
research extends earlier work describing how and why users
choose tags to the novel problem of how systems might se-
lect tags to show a user from among a large collection of tags
that have been applied by other users.

Several researchers have studied moderation in online com-
munities. Cosley et al. find that “Wiki-like” systems that
immediately display user contributions lead to more contri-
bution than systems that require members to review contri-
butions before they are displayed [8]. In other work, Cosley
et al. show that intelligent task routing can be used to help
users find tasks they might complete to improve the sys-
tem [9]. Lampe and Resnick analyze the moderation system
utilized on the online forum slashdot® [15]. They find that
although the community perceives that forum moderations
are generally fair, comments that are assigned low scores, or
posted late in a conversation are often overlooked by mod-
erators. Both Arnt and Zilberstein and Weimer et al. ex-
plore machine learning techniques for predicting moderation
scores in online forums [2] [17]. Our research differs from
the general work on moderation of contributions in that we
focus on a type of contribution (tags) and test our results
using a user-study.

8http://www.slashdot.org



%KY [Notseen =| Godfather, The (1972) ELY infaimdb
Action, Crime, trama - English, Ttalian

[add tag] Popular tags: Oscar (Best Actor) BuSF? | mafia BESED | large B3R
.
KK [Not seen ~| Rear Window (1954) ELY info |imdb
Mystery, Thriller
[add tag] Popular tags: claustrophobic EIESK] | James Stewart EIES3Ed | AMATEUR SLEUTHS BIE303

Fig. 1: Tags on the MovieLens search results screen.

Community tags:

Click on this icon (8] to add a tag to vour list!
mafialg) 1] {unrate)

Oscar (Best Actor)(3) EPE2  (unrate)

Fig. 2: Tags on the MovieLens movie details screen.

In earlier work we explore user interfaces that help systems
determine a tag’s value [19]. In offline results we find that
thumb rating feedback significantly improves a system’s abil-
ity to identify good tags compared to simple implicit signals
of tag quality. Our research extends this earlier work by ex-
ploring metrics for evaluating selection algorithms, testing
ten new signals of tag quality , incorporating principled ma-
chine learning techniques, and conducting a user study to
test offline results.

EXPERIMENTAL PLATFORM

As an experimental platform, we used the MovieLens movie
recommender website. MovieLens members can tag movies,
and use tags contributed by others in the community to find
and evaluate movies. MovieLens users most commonly in-
teract with tags through the search results screen and movie
details screens. Figure 1 shows the search results screen,
which lists movies matching a search query along with up
to three community tags for every movie. Figure 2 shows
the movie details screen, which provides detailed movie in-
formation including up to 30 of a movie’s tags. Since we
introduced tagging features to MovieLens in January 2006,
MovieLens users have created 84,155 tag applications result-
ing in 13,558 distinct tags. 3582 users have applied at least
one tag (12.1% of active users during the time period). Fur-
ther details of MovieLens and the MovieLens tagging system
can be found in [20].

In order to study explicit tag feedback, we introduced thumbs
up and thumbs down tag ratings to the MovieLens commu-
nity. The thumbs up and down rating icon appears next to
all tags in the MovieLens system (fig.2). Since we introduced
tag ratings in January 2007, 2105 users have contributed
150,031 ratings. 10,932 tags have been rated at least once
(81% of all tags), and 4608 tags have been rated five or more
times (34%). Further details of tag ratings are described in
[19]. For brevity we refer to thumbs up and down tag ratings
as “thumb ratings” in the rest of this paper.

OFFLINE EVALUATION

Experimental Methods

Although we believe that many users apply thumb ratings to
indicate tag value, we wanted to collected a “gold-standard”
set of tag value ratings for use in our analyses. To collect this
dataset, we emailed 2,531 active MovieLens users and asked
them to complete an online survey in which they provide
feedback on tag quality. Users were asked to rate up to
twenty tags applied to five movies on a five star scale.

don't show tag show tag

KHKK kAR K

tag * ** ***

Oscar Winner

twist ending

seen at the cinema
kevin spacey is soze
mindfuck

imdb top 250

Fig. 3: We asked users to rate tags for five movies on a one-to-
five scale. We instructed them that MovieLens would only choose
to show them tags rated 3, 4, or 5 stars.

Figure 3 shows an example screen from the survey. As a
point of reference, users were instructed that MovieLens
would only display tags rated 3, 4, and 5 stars. 577 users
responded to the survey (22.8% response rate) and rated at
least one tag application. 546 users rated tags for all five
movies. We gave users the option of continuing to rate tags
after they completed rating tags for their first five movies.
Users provided 74,987 one-to-five ratings. Two users pro-
vided more than 1,000 ratings, while 253 users provided 100
or more ratings. Users deemed 38% of rated tag applications
worthy of display. The average tag rating was 2.17.

We considered a variety of machine learning classifiers as tag
selection algorithms. Each classifier used features of a par-
ticular tag, user, and movie as input (e.g. the number of
users who have applied a tag), and outputted the predicted
probability that a tag is high-value. We experimented with
a number of different classification methods, including deci-
sion trees, logistic regression, and neural networks using the
WEKA machine learning toolkit. We found that support
vector machines (SVMs) outperformed other classification
methods.

Because SVMs are known to have difficulty with features
with differing numerical scales, we log-transformed the fea-
tures that best fit a log-normal distribution® Next, we z-score
normalized all features and clipped values more than three
standard deviations from the mean '® We experimented with
a number of different SVM kernels and implementations, and
chose svm_perf [14] based on its linear kernel optimizations
and diverse optimization criteria. We found that ROC area
and top-n% optimization criteria outperformed the standard
zero-one loss function. We found svm_perf to be somewhat to
the choice of ¢, the tradeoff between maximizing the margin
and minimizing errors, with ¢ = 50.0 performing optimally.
We use five-fold cross validation in all offline analyses.

Metrics

We experimented with three metrics that distill tag selection
algorithm performance to a single score. Each metric evalu-
ates whether a tag selection algorithm correctly classifies a
survey rating as low value (two stars or less), or high value
(three stars or more). This mapping from stars to value was
marked on the key presented to users in the survey. In this
section we explore:

9We ran a chi-squared test for a normal distribution before
and after log transforming each feature. We transformed the
seven features whose x? improved five times or more after
the transformation: tag-length, apps-per-movie, num-item-
apps, num-apps, num-searches, num-users, and num-search-
users.

107 ess than 1% of values were clipped for most features. The
highest level of clipping for any feature affected 2.5% of its
values.




RQ1: Which metrics should researchers use when
evaluating tag selection algorithms?

Herlocker et al place metrics for recommender systems into
two categories: accuracy-based metrics, and precision-based
metrics [13]. Inspired by this work, we explore the effec-
tiveness of these metrics for tagging systems. Classification
accuracy metrics examine the fraction of responses correctly
classified as low or high value. Precision metrics examine
the survey responses ranked highest by an algorithm, and
measure the fraction that have high value. We consider one
classification accuracy metric and two precision metrics:

Classification Accuracy (class-acc) measures the percent-
age of survey ratings that a tag selection algorithm classifies
correctly as hide or display. Class-acc weighs each tag as
equally important, regardless of whether the tag would be
displayed by the selection algorithm or not.

Simulated Precision of an Item’s Top-n (item-top-n)
focuses on those tags a tag selection algorithm is most likely
to display. Item-top-n groups survey responses by item and
user, and then selects the most highly predicted n tags for
each (user, item) pair. Item-top-n’s score measures the per-
centage of the top n tags that are have high value. We set n
to be three based on the number of tags MovieLens displays
for a movie on the search result screen '!.

Precision of the Top-n% (overall-top-n%) is a relaxation
of item-top-n. We wondered whether a simplified version
of item-top-n would yield similar results. Instead of group-
ing results by item, overall-top-n% orders all survey ratings
by their predicted value regardless of item, and measures
the percentage of the top-ranked n% that have high-value.
Based on the percentage of an item’s tags typically displayed
in MovieLens 2, we set n to be 25%.

For each of the 21 tag selection algorithm presented in the
next section of this paper we calculate results using all three
quality metrics. To compare metrics, we evaluated the Pear-
son correlation (similarity of numerical scores) and Spear-
man correlation (similarity of rankings) for the 21 scores be-
tween each pair of metrics. Although all three merics ranked
tag selection algorithm performance similarly, the actual nu-
merical scores produced by the metrics differed significantly
(Fisher’s z-test p < 0.05). Overall-top-25% and item-top-
3 yielded a Pearson correlation of 0.98 while the two other
pairs yielded 0.89 and 0.85. While the Spearman rank cor-
relation between overall-top-25% and item-top3 was highest
(0.99), the difference between it and the other metric pairs
were less noticeable (0.96 and 0.97).

Since item-top-3 closely simulates actual tagging system be-
havior, we found its numerical values to be easily inter-
pretable. An item-top-3 score of 0.65 indicates that roughly
two out of the top three tags displayed for a movie are
deemed displayable. We can similarly interpret overall-top-
25%’s numerical scores based on its strong correlation with
item-top-3. On the other hand, class-acc scores were quite
difficult to interpret due to its weightings of all tags equally.
A naive predictor that classifies all responses as low-value
yields a classification accuracy of 61%, while the best tag se-
lection algorithm we consider in this paper yields 70% classi-
fication accuracy. It seems difficult to translate classification
accuracy into expected system behavior.

HSearch results account for 95% of all tag views
12 About 25% of the possible tag applications are displayed.
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rankings | scores | tuning effort
class-acc high low low low
overall-top-25% high high medium low
item-top-3 high high low medium
Table 1: Qualititive Goodness of Different Metrics. The

columns list the a metric’s quality of relative rankings for tag se-
lection algorithms, the quality of numerical scores for algorithms,
the difficulty of parameter tuning, and the difficulty of implement-
ing the metric.

Both overall-top-25% item-top-3 have disadvantages. Item-
top-3 requires slightly more implementation effort due to its
increased complexity. The choice of n in overall-top-n% can
be difficult. We set it to be the fraction of all tag applications
that would be displayed. Although this worked well for us,
it is difficult to know whether this approach will succeed in
other domains. Table 1 summarizes the strengths and weak-
nesses of each metric. Despite its increased implementation
difficulty, we favor item-top-n due to its interpretability and
ease of parameter selection.

In the following section describing our offline analyses we
report item-top-3 results. We do not report overall-top-25%
due to its similarity to item-top-3, nor do we report class-acc
due to the difficulty in interpreting numerical scores.

Tag Selection Features

Tag selection algorithms determine which tags to show based
on certain criteria. For example, num-item-apps orders tags
by the number of times they have been applied to an item.
Although this simple algorithm serves as a defacto indus-
try standard, tag selection algorithms may order tags based
on other criteria such as the number of times the tag has
been applied across all items (num-apps) or the number of
users who have searched for a tag (num-search-users). We
call these criteria features, and in this section we describe
the features we evaluate in this paper. In support of RQ2
and RQ3, we group features by the “class” of tag selection
algorithm they correspond to: implicit or explicit.

When describing each feature, we label each feature with
its specificity. Some features such as num-search-users are
broadly applicable to all instances of a tag, returning identi-
cal results regardless of the item to which they are applied.
We describe this broad level of specificity as per-tag. Other
features, such as the num-item-apps, return different results
for each (tag, item) pair. We describe the specificity of these
narrower features as per-item-tag. Finally, we annotate fea-
tures that are user-specific, such as a particular user’s thumb
rating as per-tag-user or per-item-tag-user. Narrow features
capture a more specific usage of a particular tag (e.g. for
a particular user, item or both), potentially offering a more
precise signal of tag quality to tag selection algorithms. How-
ever, narrow features require a more specific behavior (e.g. a
rating by a particular user instead of a rating by any user),
and consequently need more activity to achieve the same
level of coverage as broader features.

Implicit Features

Implicit features may improve the quality of displayed tags
without additional user effort or interface modifications. Ta-
ble 2 describes all 11 implicit tag selection features. We
include two baselines: the defacto industry standard num-
item-apps algorithm, and a random tag selection algorithm
that arbitrarily orders tags. When presenting formulas for
the features in Table 2 we use the following terminology: M
is the collection of all movies, U is the collection of all users,
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Precision of Implicit Features
According to Item-Top-3

0.7

Fig. 4: The performance of implicit features according to item-
top-3. Differences between all neighboring pairs are statistically
significant at the 0.05 level except for num-item-apps and tag-
share, which achieve equal scores.

and T is the collection of all tags. A is the collection of all
tag applications. user(ta), tag(ta), and movie(ta) denote
the user, tag, and movie associated with a tag application.
As shorthand notation, we denote the subset of A applied to
a particular movie A, = {ta € A : movie(ta) = m} as An,.
We similarly note applications applied by a particular user,
and for a particular tag as A, and A;. We describe the set
of all tag searches as S with similar subset notation. Below,
we describe some additional details of the features.

The tagshare of a particular tag for a movie is the frac-
tion of a movie’s tag applications that are for the particular
tag. For example, in MovieLens the movie “The Visitor”
has been tagged with immigrants (by 2 users), New York
City (1), PG13 (1), and R (1). Since there are a total of 5
tag applications, immigrant’s tagshare would be 2/5 = 0.4,
while R would have a tagshare of 0.2. Additionally, we
smoothed each tagshare value by adding a constant of .0465
to the numerator and 5.0 to the denominator. We deter-
mined these constants by using an empirical Bayes method-
ology'3[6]. After smoothing, tagshare for immigrant and R
would be 2.465/10 = 0.2465 and 1.465/10 = 0.1465 respec-
tively. This smoothing reflects the possibility that the two
initial applications of immigrants may be due to chance.

Avg-fraction-movies-tagged measures the average, across all
users, of the fraction of all the movies tagged by the user that
have the tag. For example, if a user created tag applications
dog (applied to movies 1,2), cat (movies 2 and 3), and mouse
(movie 4), the fraction of the user’s tagged movies that are
tagged with dog are 2/4 = 0.5. We smoothed this value
by adding a constant of 0.6 to the numerator, and 5.0 to
the denominator (we determined these constants using an
empirical Bayes methodology [6]). After smoothing the value
of dog for our hypothetical user is (2+0.6) / (4+5.0) = 0.29.

Figure 4 compares the item-top-3 performance of tag selec-
tion algorithms based on each of the implicit features. 95%

13We treated the fraction of a movie’s tag applications that
are a particular tag as a bernoulli variable with a beta con-
jugate prior.

Confidence intervals are +.0036 (n=74987, p < 0.05)'*. Dif-
ferences between all neighboring pairs are statistically sig-
nificant at the 0.05 level except for num-item-apps and tag-
share, which achieve equal scores. All features outperform
the random baseline (0.41). Num-item-apps, the most com-
mon feature among real-world systems, performs well, out-
performing all features except for apps-per-movie.

Some features were skewed by a small number of users. For
example, since num-apps orders tags by the number of ap-
plications, it predicts equal value for a tag that is used 3
times by 10 users and one that is used 30 times by one
user. Because a few users can heavily influence num-apps,
two personal list-making tags rank among the 10 most of-
ten applied tags: tumey’s dvds and less than 300 ratings.
These personal tags are generally disliked by people other
than their creator[20]. A system can reduce the number of
personal tags by normalizing each influence over num-apps.
A simple method for normalization is to count the number
of users who apply a tag instead of the number of applica-
tions. Likely due to this normalization num-users and num-
search-users outperform their non-normalized counterparts
num-apps and num-searches .537 to .418 and .498 to .475
respectively according to item-top-3.

Figure 4 also includes a tag selection algorithm based on a
combination of all implicit features (all-implicit). We con-
structed the all-implicit algorithm identically to the single
feature tag selection algorithms, but used multiple features
as input into the SVM classifier. We found that a combi-
nation of five features (num-tag-users, num-item-apps, tag-
words, tag-length, average-fraction-movies-tagged, apps-per-
item) outperformed any single feature, achieving an item-
top-3 score of 0.613. We determined the five top features by
first selecting the top performing single feature, and itera-
tively adding the feature that most improved the currently
set of best performers. Adding more than five features did
not provide a significant improvement.

We can now answer:

RQ2: How well do tag selection algorithms based on
implicit user behavior perform?

To summarize our findings: num-item-apps, the feature most
popular among real-world system designers, performs well
among the implicit features. Apps-per-movie performs best
among all implicit features, with a slight but significant edge
over num-item-apps. The top performing tag selection algo-
rithm is all-implicit, the combination of implicit features.
We will return to RQ2 in the following section to study our
algorithms in a live community.

Explicit Features

We now shift our focus to explore explicit features based on
the thumbs up and thumbs down ratings. When present-
ing formulas for the explicit features we extend the termi-
nology from the previous section. R represents the collec-
tion of all thumb ratings for tags. As shorthand notation,
we denote the subset of R applied to a particular movie
{tr € R : movie(tr) = m} as Rm,. We similarly note appli-
cations applied by a particular user, and for a particular tag
as R, and R;.

1495% confidence intervals range from 4-.0036 for scores near
.5, £.0034 for those scores furthest away from .5



We use bayes_frac-up() to refer to a bayesian estimate of
the fraction of a collection of ratings that are thumbs up.
We found it important to use a bayesian estimate to adjust
for collections with few ratings. Ideally, instead of using
a bayesian approach we would collect a a large collection
of ratings for a particular entity (i.e. the tag funny). We
call the result we would get by collection a very large num-
ber of ratings a tag’s “true” fraction of thumbs up ratings.
Unfortunately, the MovieLens user base is too small to col-
lect this much data. Suppose instead that we have only
received one thumb rating for funny and it was positive. We
could naively estimate that the true fraction of thumbs up
was 100%. However, based on our experience in MovieLens,
that seems very unlikely. The bayesian paradigm provides
a method for analytically encoding this uncertainty. In or-
der to calculate the bayesian estimate, we treat the thumbs
up and down ratings as a Bernoulli random variable with
a beta conjugate prior [10]. Using a gamma distribution
for hyperparameters'® we selected the beta conjugate prior
most likely to produce the data. We repeated this proce-
dure for four groupings of thumb data: by tag (o = 0.54, 3
= 1.74), by user (o = 0.76, 8 = 2.15), by user-tag (o = 0.27,
B = 0.96), and by movie-tag (o = 0.41, 8 = 1.42). As an
example, suppose a particular user has rated the tag zom-
bies thumbs up three times and thumbs down once. We use
the user-tag parameters (o = 0.27, 8 = 0.96) to calculate a

Bayesian estimate of the true fraction of thumbs up ratings:

340.27 __
3+140.96 0.66.

Table 2 describes all 7 explicit tag selection features. We
now give details for several of the explicit features.

Normalized-global-avg is a user normalized version of global-
avg. We average each user’s user-avg, the bayesian estimates
for a user’s average rating for a tag.

Reputation estimates the value of a tag based on the reputa-
tion of the users who have applied the tag. The reputation
of a user is computed as the average value of all the tags
the user has applied. We use normalized-global-avg!® as a
measure of a tag’s value.

We also experimented with three composite algorithms com-
posed of multiple features. The first composite algorithm
was a heuristic combining explicit features that is easily im-
plementable by system designers called hierarchical-value.
The underlying principle of hierarchical-value is to begin
with broad features early in a tag’s lifecycle when little
data is available about the tag. As more data is available
about a tag, we shift to more specific features. The value of
hierarchical-value for a tag application ta follows:

e If the user rated the tag, return user_avg(ta)

e Otherwise, return a linear combination of global_app_-avg,
normalized_global_avg, and reputation as follows:

5We chose a gamma distribution because its domain (all pos-
itive real numbers) covers the possible values of o and 3 for
a beta distribution. We selected a shape parameter of 1.15
and scale parameter of 15.0 by visually tuning the distri-
bution’s probability density functions based on our domain
intuition. Methods for choosing bayesian hyperparameters
has been shown to have little impact over final solutions in
other domains [4].

16We chose normalized-global-average because it performed
best among the features that were not composite.
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Fig. 5: The performance of explicit features according to item-
top-3. Note that the ordering of results is consistent between
metrics. Differences between all neighboring pairs are statisti-
cally significant at the 0.05 level. App-rating and user-avg per-
form poorly due to their low coverage. Three explicit features
(normalized-global-avg, reputation, and hierarchical-value) out-
performed the best combination of implicit features (all implicit).

4.0 - reputation(ta)+
2.0 - |Rt,m| - global_app-avg(ta)+
1.0 - |R¢| - normalized_global _avg(ta)

4.0+ 2.0 |Rem| + 1.0 - |Ry]

Hierarchical-value weights each of the three component fea-
tures according to the amount of evidence for each of them.
Since our evidence is thumb ratings, the weighting is a con-
stant multiplied by the number of thumb ratings for the tag
or item-tag. 7

In addition to hierarchical-value, we included two tag-selection
algorithms that use SVMs similarly to all-implicit. All-
explicit is a combination of all simple explicit features. All-
implicit-explicit is a combination of all implicit and explicit
features. As opposed to the expert-tuned heuristic nature
of hierarchical value, all-explicit and all-implicit-explicit use
an SVM to automatically optimize a weighting for features.
However, since we only consider linear kernels'®, the SVM
cannot express relationships structures as complex as hierar-
chical-value. Thus, the SVM composites choose automatic
linear optimization for many features over hand-engineered
non-linear complexity.

Figure 5 shows the performance of all explicit features ac-
cording to item-top-3. We also include the best implicit per-
formers (num-item-apps, apps-per-movie, and all-implicit)
and the random baseline. In general, explicit features sig-
nificantly outperformed implicit features at the 0.05 level.
In fact two individual explicit features (normalized-global-
avg, reputation) significantly outperformed the best combi-
nation of implicit features (all-implicit). As with implicit
features, user normalized features (normalized-global-avg)
outperform the non-normalized features (global-avg).

1"We experimented with a number of different constants for
each of the three components and found most to perform
similarly.

18 As mentioned earlier, we only consider linear kernels for
efficiency reasons.



App-rating and user-avg performed poorly due to their low
coverage. App-rating only generated a prediction for 0.8% of
the survey responses, while user-rating only generated 4.3%.
However, app-rating and user-avg did perform well when
they generated predictions. 90.0% of the survey results as-
sociated with a positive app-rating value were high value tag
applications. 80.0% of the survey results associated with a
positive user-avg value were high value applications. Thus,
the values of these features are important when they exist.

Reputation slightly but significantly outperformed normalized-
global-avg. While both features performed similar on tags
with a moderate to high number of ratings, reputation out-
performed normalized-global-avg on those tags with few rat-
ings. As an example, we calculated the reputation of every
tag the moment it was introduced to the system, before it
had any ratings. The top five tags were serial killer, space,
superhero, martial arts, and dinosaurs while the bottom five
were dvd-ram, clv, cav, rent, and 2.5. If MovieLens had
incorporated reputation when tagging features were first in-
troduced, it would have been able to identify serial killer as
a high value tag and rent as a low value tag the moment a
user first entered them into the system.

We now address:

RQ3: How well do tag selection algorithms based on
explicit behavior perform?

As we mentioned earlier, several of the explicit features (norm-
alized-global-avg, reputation, and hierarchical-value) signif-
icantly outperformed the best combination of implicit fea-
tures (all-implicit). The best single explicit feature, hierar-
chical-value, outperformed the best combination of explicit
features 0.626 to 0.613 for item-top-3. We also found that
a tag selection algorithm combining all implicit and explicit
features performed even better, with a score of 0.658 for
item-top-3. Six features were necessary to achieve these re-
sults: hierarchical-value, reputation, user-normalized-global-
tag-average, tag-share, user-tag-average and tag-length. We
choose these features similarly to how we chose the fea-
tures for all-implicit. We conclude that tag selection algo-
rithms based on implicit and explicit features outperform
those based on just implicit features using offline data. In
the next section, we test our offline results with a user study.

USER STUDY

Although our offline analyses provide evidence for the per-
formance of various tag selection algorithms, we had to make
simplifying assumptions. For example, although we carefully
designed our tag value survey, we cannot be certain that
users’ feelings for tag value would be similar in our survey
and a live online community. Although our metrics exhibit
consistency, we cannot be certain of the extent to which
they reflect a user’s experience. In this section, we explore
the performance of our tag selection algorithms by deploying
them live on MovieLens and observing user behavior.

Based on the finite size of the MovieLens user population,
we chose to deploy three tag selections algorithms for three
months. We include num-item-apps to compare our algo-
rithms to the most popular algorithm used by real tagging
systems. We include implicit-only as a selection algorithm
designers of existing tagging systems can adopt without adding
any user interface elements. We include all-implicit-explicit
for designers of systems who are willing to add thumb-based
tag moderation. We do not include all-explicit because we

assume that system designers would use the implicit signals
at their disposal. We evaluate each tag selection algorithm
by comparing the number of thumbs up and down received
for tags displayed by the algorithm.

Methodology

We deployed each tag selection algorithm live on MovieLens,
taking care to dynamically update each feature as users gen-
erated new data. For example, when a user gave a thumb
rating to a tag we updated the explicit features, and when
a user performed a tag search we updated num-searches.

We chose an experimental setup based on three require-
ments:

e Control for users. As we have seen, a few power users
can significantly skew results. We avoided user-specific
differences by controlling for users.

e (Control for movies. Individual movies’ characteristics such
as popularity may affect tag selection algorithms. We
avoided movie-specific differences by controlling for movies.

e [Ensure ordering consistency for a particular user and movie.
We want a particular user to see the same ordering for a
particular movie, regardless of when they visit the movie.
We accomplish this by deterministically selecting experi-
mental conditions based on a user and movie.

Based on these requirements, we decided to show each user
a different algorithm for each movie. Our approach ensured
that each user saw roughly the same number of examples
from each experimental condition, each user consistently saw
the same algorithm for a particular movie, and different users
saw different conditions for the same movie. We chose a tag
selection algorithm for a user id and movie id using a pseudo-
random hashing function'® that deterministically assigned a
particular user id and movie id to an experimental group.

We ran the experiment for three months and two days start-
ing in April 2008 (we explain the significance of the two days
in the next section). During this time 5,695 users logged
into MovieLens, and 592 users (10.4% of active users) ap-
plied 18,271 thumb ratings to tag applications. Two users
rated 1,000 or more tags, while 366 users rated five or fewer.
The num-item-apps experimental condition received 6,448
ratings, all-implicit received 6,190 ratings, and all-implicit-
explicit received 5,633 ratings.

We use thumbs up precision, the fraction of thumbs ratings
that are thumbs up, as our measure of a tag selection algo-
rithm’s effectiveness. We chose this metric based on its ease
of interpretability, its similarity to our offline metrics, and
its reflection of actual tagging system behavior.

False Start

Two days after launching the survey, we discovered an un-
expected trend. The thumbs up precision was 26% for num-
item-apps, 17% for all-implicit, and 14% for all-implicit-
explicit. These results were ordered precisely opposite to
what our offline analyses predicted. We carefully re-examined
our algorithms, but found no errors.

19We used John Von Neumann’s middle square method for

generating random numbers. We chose this method because
we need the numbers to be deterministic given user and item
ids, and not dependent on ordering.
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Fig. 6: The fraction of thumb ratings received by tags displayed
in each experimental group. These results validate our offline re-
sults. Tag selection algorithms based on implicit and explicit data
outperform those based on just implicit data. Algorithms based
on implicit data outperform the industry standard. Differences
are statistically significant (p < 0.05).

The cause of the backwards results lay in the user interface
itself. When we introduced tagging in MovieLens, we dis-
played the number of users who applied the tag to the item
alongside each tag. This design is similar to those seen on
sites such as Amazon and LibraryThing. Num-item-apps,
one of our experimental conditions, also returned the num-
ber of users who had applied a particular tag to an item.
Thus, tags ordered by num-item-apps were consistent with
the number displayed alongside the tags. We hypothesize
that users interpreted the number shown alongside each tag
as a signal of quality, and rated tags applied more times
more highly. As a result, num-item-apps performed best.
The implicit-only algorithm only slightly reordered the re-
sults, and performed second best. The implicit and explicit
algorithm had the greatest divergence from num-item-apps,
and performed worst. After two days, we realized the source
of the backwards results and removed the numbers displayed
alongside each tag. 2°

User Study

After correcting the user interface, the thumb ratings from
the user study validated our offline results. 42.0% of rat-
ings applied to tags displayed by num-item-apps received a
thumbs up rating compared to 44.1% for all-implicit and
49.1% for all-implicit-explicit. All pairwise differences are
statistically significantly (p < 0.05, n = 6277, 5996, 5433).

One key question is how the performance gap between im-
plicit and explicit changes with the volume of tagging activ-
ity. Are sites with substantially more tagging activity likely
to see different results than those on MovieLens? Our last
research question explores this relationship:

RQ4: How does the performance of each class of tag
selection algorithms change as tag density increases?

It seems plausible that tagging sites with an abundance of
tagging activity, and therefore an abundance of implicit data,
would be able to rely solely on implicit tag selection algo-
rithms. To study the effects of increased activity on tag

20 Although we don’t include these two days in our analyses
in the results for the following section, doing so would have
little effect on them. The false start results only account
for 5% of all thumb ratings during the experimental time
period.
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Fig. 7: Thumbs up precision for different tag selection algo-
rithms, grouped by the total number of tag applications for the
movie. We used equal-count binning. The relative performance
of the implicit and explicit tag selection algorithms seems to in-
crease with tagging activity. The differences for the last group
(77+) are statistically significant. This indicates that explicit tag
moderation is valuable even for sites with a great deal of tagging
activity.

selection algorithm performance, we grouped our tag selec-
tion algorithm results by the number of tags applied to a
movie. Movies with more tags overall simulate sites with
more tagging activity. Movies with less tags overall simulate
sites with less tagging activity.

Figure 7 shows the thumbs up precision of each class of tag
selection algorithm grouped by the number of tag applica-
tions per movie. We used equal-count binning to choose the
tag application ranges for the X axis. 95% confidence in-
tervals range from 0.021 to 0.026. We generally find that
performance increases with tagging activity. The implicit
and explicit algorithm outperforms the implicit only algo-
rithm (all differences are significant at the .05 level except
for 26-42 apps). The implicit-only algorithm outperforms
the industry standard algorithm (only the 77+ bin is signif-
icant).

The performance gap between the implicit and explicit algo-
rithm and the other two algorithms seems to increase as tag-
ging activity increases. This indicates that even sites with
moderately high tagging activity (79-200 tag applications
per item?!) can achieve significant improvements by deploy-
ing thumb-based tag moderation. The performance of the
algorithms beyond 200 tags per item is inconclusive.

DISCUSSION

We begin by summarizing our two main contributions for
designers. First, based on our exploration of metrics we rec-
ommend that system designers use item-top-n when evaluat-
ing tag selection algorithms. Second, we have demonstrated
in both offline and online analyses that tag selection algo-
rithms combining a variety of implicit and explicit signals of
tag value perform best. We encourage designers to include
explicit mechanisms for users to provide feedback about a
tag’s value.

Our results indicate that even sites with relatively high tag-
ging activity may benefit from using all-implicit-explicit al-
gorithm. Although we hypothesize that the all-implicit-
explicit algorithm continues to add benefit for items with
more than 200 tag applications, more research is needed to

2110 items in our dataset had more than 200 tag applications



be certain. Regardless, active sites should benefit from us-
ing the algorithm for less popular items. Even Delicious,
one of the most popular tagging sites, has fewer than 200
tag applications for most items?

Our analyses focused on systems with personal tag appli-
cations. Although some of the features we explore require
individual tag applications (apps-per-movie, tagshare) many
others apply to sites with shared applications. To study the
performance of our techniques in shared systems, we simu-
lated a shared system by only retaining the first tag appli-
cation of a tag for an item. The item-top-3 value for all-
implicit-explicit, our best performer only dropped by 0.003
to 0.655. These results provide evidence that machine learning-
based tag selection algorithms can be adapted for sites with
shared applications.

Although our user study highlighted statistically significant
differences between algorithms, we wonder about how users
perceive these differences. In the user study all-implicit
beat num-item-apps by about 3%. This difference translates
to one extra good tag per 33 tags displayed. All-implicit-
explicit beats num-item-apps by 8%, translating to an extra
good tag per 12 tags displayed. While we suspect that this
larger improvement is noticeable, more research is necessary.

A few features that had a small (but significant) impact on
performance may still be noticeable to users. User-average,
for example, was quite accurate when it was available. More-
over, it provides immediate feedback in response to a user’s
rating for tag. For these reasons, we believe that design-
ers should incorporate user-specific features such as user-
average. Based on these results, we believe that users may
benefit from more complex personalized algorithms, such as
algorithms that leverage patterns in tag value among sub-
groups of users.

During the ”false start” in our user study, we found that a
tag’s context influences users’ perceptions of the tag’s qual-
ity. Tags applied more often were deemed higher quality.
The interpretability of num-item-apps standard makes it
easy for designers to add context consistent with its rank-
ing of tags (the number of times a tag has been applied).
It seems more difficult to add explanations for composite
features such as all-implicit-explicit. One option designers
might consider is to display a score along side each tag.
When users click on a score, systems could display an expla-
nation of the individual features contributing to the score.
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